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A uthentication is an essential 
problem in the field of com-
munication: confirming that a 
pretended identity of a user or 

transmitted information does, in fact, 
really correspond to the true identity or 
source. 

In the context of a face-to-face con-
versation, we can authenticate the com-
munication by recognizing the voice and 
the look of one’s conversational partner. 
A letter can be authenticated by identi-
fying the handwriting of its sender, and 
in small, wired local area networks the 
originator is apparent by following the 
cable connections. This situation chang-
es fundamentally in the scope of modern 
communication over wide area networks 
or radio links.

Circumstances also vary the impor-
tance of authentication. We may not 
care that the author of a cooking recipe 

is indeed Paul Bocuse, as long as the 
ingredients and preparation instructions 
produce an excellent meal. On the other 
hand, it is important to know that the 
originator of an application for payment 
is indeed the plumber who repaired the 
toilet or the electrician who installed the 
new light fixtures. 

Even more important is authenticity 
in matters of safety- and security-related 
information. For example, in the hand-
ling of a railway level crossing, system 
operators must be assured that only the 
signalman is able to raise the gate.

Authentication in GNSS
In the context of satellite navigation sys-
tems, the transmission of information 
takes place over radio links — by their 
very nature, an insecure data channel. 

GNSS communications contain 
several areas of concern regarding the 

confirmation of the origin of a message 
and/or the identity of its sender. In mat-
ters involving user segment data links, 
two different kinds of authentication 
issues arise: first, confirmation that a 
navigation signal actually originates 
from the indicated satellite and, second, 
proof that the user receiver is authorized 
to make use of the signal. 

Both proofs of identity are relevant 
for the security of military applications 
of GPS. On the one hand, it must be 
assured that a potential foe is not able 
to gain any benefit from the system, for 
example, by aiding the navigation of the 
foe’s cruise missiles with GPS signals. On 
the other hand, authorized GPS military 
users need to guarantee that misrouting 
of one’s weapons by means of spoofed 
signals does not occur.

Spoofing denotes the misguiding 
of users by means of forged signals and 

manifests itself as an error source in 
both military and civil GNSS applica-
tions. In safety-critical civil realms such 
as aviation, detection of forged signals 
must be reliable. 

Both mechanisms are implemented 
in the GPS for military users since the 
Full Operational Capability (FOC) by 
means of encrypting the precision or 
P-codes to generate a Y-code that can 
only be processed by authorized users 
with keyed receivers. (We’ll have much 
more to say about cryptographic “keys” 
later in this column.) In contrast, civil 
GPS users cannot currently authenticate 
received signals of the open C/A-codes 
on L1 and the new civil signal on L2 — at 
least not by using intrinsic capabilities of 
the GPS system itself.

The implementation of new global 
satellite navigation systems in the com-
ing years will result —by the increased 
number of available satellites alone — in 
an improvement of the performance 
parameters for “accuracy,” “integrity,” 
“availability,” and “continuity.” For this 
reason, civil GNSS applications will be 
used more and more often in safety- and 
security-related fields. Perhaps the most 
familiar example is GNSS-only guid-
ance of aircraft in approach and land-
ing at the so-called Category 1 (CAT-1) 
level or higher. 

The emergence of a multi-GNSS 
world will, therefore, inevitably require 
the civil GNSS user community to 
address the issue of signal authentica-
tion, too. In this two-part column we 
will discuss authentication in GNSS. The 
column begins by introducing some of 
the cryptographic concepts and termi-
nology used to develop and implement 
authentication methods in the field 
of navigation systems. In Part 2, the 
presentation describes the authentica-
tion methods and the design, benefits, 
and drawbacks of the particular tech-
niques. An overview of the current state 
and planning of GNSS authentication 
methods will be followed by a few short 
conclusions.

Two Sides of Authentication
In the context of GNSS, two basically dif
ferent kinds of authentication arise:

•	 authentication of a user and the 
accompanying potential need for 
restriction of user access, i.e., selec-
tive availability

•	 signal authentication.
The term user authentication 

addresses the proof of the identity of a 
user against a monitoring entity. As sat-
ellite navigation systems are based upon 
one-way directional communication, 
many classical authentication methods 
cannot be used. Indeed, the purpose of 
user authentication is to prevent unau-
thorized entities from using the service. 
For this mechanism, cryptographic 
methods are available to cipher the com-
munication channel, for example, the 
underlying GNSS spreading codes. 

The encryption of the modulated 
message (navigation message encryp-
tion or NME) only restricts an unauthor
ized user from receiving the modulated 
data; the signal itself can still be used for 
pseudorange measurements without any 
constraints. If the spreading codes are 
encrypted, however — depending on 
the chip rate of the encryption stream 
— some techniques can still be imple-
mented to use the signal for ranging, but 
all of them result in a decreased ranging 
capability, for example, with respect to 
dynamics.

Unlike user authentication, signal 
authentication refers to the proof that a 
received signal indeed originates from 
the claimed source (e.g., a navigation sat-
ellite, satellite-based augmentation sys-
tem or SBAS satellite, or a ground-based 
augmentation system — GBAS — trans-
mitter). Authenticable signals thus allow 
a user to recognize forged signals.

Cryptographic Terms 	
and Concepts
In the following section, we will pres-
ent a variety of cryptographic terms and 
procedures that will be used later on in 
our discussion of authentication tech-
niques. The objective of this section is 
not to establish a mathematically strin-
gent definition of the topics, but rather 
to give an overview of the concepts and 
tools used in cryptography. The pre-
sentation follows in shortened form 
the schema outlined in the publication 

by R. Oppliger cited in the Additional 
Resources section near the end of this 
column.

One-way Functions. This concept 
plays an essential role in modern cryp-
tography. It refers to a function that 
can always be readily evaluated but for 
which it is not feasible to find preimages 
efficiently, which would leave encrypted 
navigation messages or digital signatures 
vulnerable to being broken. Thus, a func-
tion f : X → Y is said to be one-way, if
•	  the function f is easy to compute in 

the sense that f(x)  Y can be calcu-
lated efficiently for all x  X. A poly-
omial time algorithm A can deliver 
A(x) = f(x) for all x  X, and

•	  the function f is hard to invert in 
the sense that it is not known how to 
compute f -1(f(x)) x  X efficiently. 
In other words, no polynomial time 
algorithm A exists that can deliver 
A(y) = f -1(y) for all y  f(X).
The inverting algorithm is not 

required to find a specific preimage but 
only to find an arbitrary preimage. For 
injective functions, however, the preim-
age is unique.

As will be discussed later, one-way 
functions are, among others, fundamen-
tal to cryptographic hash functions.
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PRBG	 PseudoRandom Bit Generator
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Trapdoor Function. This term refers to 
a one-way function for which some extra 
information exists that, when employed, 
makes it possible to invert the function 
efficiently. Thus, the function f : X → Y 
is called a trapdoor function, if
•	  the function f is a one-way function 

and
•	  the function f is, together with some 

extra information t — also called 
trapdoor information — efficiently to 
invert. A polynomial time algorithm 
I exists that delivers  = I(f(x), t) with 
f( ) = f(x).
Again, the inverting algorithm is 

only required to find an arbitrary, not a 
specific preimage. An example of a trap-
door function is the RSA algorithm used 
in asymmetric encryption systems.

Hash Functions. The reductionist qual-
ity of hash functions enables the efficient 
mapping of messages of arbitrary length 
to messages of fixed length. For example, 
let ∑ be an alphabet comprised of the 
numbers 0 to 9. The function h : ∑* → 
∑1, h(x) = x1 then defines a hash function 
mapping every input value x to the value 
of its first decimal place. This simple 
kind of hash function is often applied 
in everyday life. For example, the hash 

function defined by “map some name 
down to its first letter” is used to sort 
telephone numbers in a notebook.

Cryptographic hash functions h 
have, in additional to the basic hash-
ing property, several other important 
properties. It has to be computation-
ally infeasible to find for any given hash 
value a corresponding message mapping 
to this hash value. Moreover, it has to 
be computationally infeasible to find for 
any given message, a further (distinct) 
message that results in the same hash 
value. 

If a cryptographic hash function 
proves computationally infeasible to find 
two arbitrary messages that map to the 
same hash value, that hash is said to have 
strong collision resistance. Thus, a hash 
function h : ∑* → ∑n is a cryptographic 
hash function, if
•	  the hash function is preimage res­

istant, that is, it is computationally 
infeasible to find an input message  
x  ∑* that maps to h(x) = y for a given 
hash value y  h(∑*) and

•	  the hash function is second-preim­
age–resistant, which makes it com-
putationally infeasible to find a sec-
ond input word   ∑* with x ≠  that 

maps to the same hash value h(x) =  
h( ) for any given input word x  ∑*.
Furthermore, a cryptographic hash 

function is called collision resistant if it 
is computationally infeasible to find two 
arbitrary but distinct messages x,   ∑* 
with x ≠  that map to the same hash 
value h(x) = h( ).

As one can see, the condition of the 
preimage resistance implies that cryp-
tographic hash functions are one-way 
functions. The principle of crypto-
graphic hash functions is visualized in 
Figure 1.

Furthermore, (keyed) families of 
cryptographic hash functions have an 
application in message authentication 
codes (MACs). If sender and receiver 
share a common but secret key, mes-
sages can be authenticated by sending 
— in addition to the message — the 
hash value of the message under the 
keyed cryptographic hash function. The 
receiver computes the hash value apply-
ing the secret key and gains authenticity 
thus by comparing it with the received 
hash value.

Common representatives of cryp
tographic hash functions include the 
MD4 (Message-Digest algorithm 4), 
MD5, and SHA (Secure Hash Algo-
rithm).

Pseudorandom Bit Generator. A PRBG 
is an efficient deterministic algorithm 
that maps an arbitrary bit sequence 
of a certain length to a bit sequence of 
considerably greater length that appears 
to be random. To construct pseudoran-
dom bit sequences, the initialization 
seed of the PRBG has to be generated 
non-deterministically. In effect, a PRBG 
acts rather as a “randomness expander”: 
The output of a cryptographic PRBG 
has to be, at least under the assump-
tion of bounded computational power, 
indistinguishable from a truly random 
bit sequence.

Thus, a function p : {0,1}* → {0,1}* is 
a cryptographic pseudorandom bit gen-
erator, if |p(s)|>|s| holds for all s  {0,1}N 
and p(s) is pseudorandom, that is, p(s) 
is under the assumption of bounded 
computational power indistinguishable 
from a truly random bit sequence v.

|•| denotes the length of a bit sequence 

and s, v are random bit sequences with 
|v| = |p(s)|.

The first condition addresses the 
expanding character of pseudorandom 
bit generators. The second condition 
names the pseudorandomness of the 
output sequence. 

In order to appear random, the out-
put sequence has to pass basic statistic 
tests. Any arbitrary n-tupel has to occur 
at nearly the same probability, e.g. one 
can count nearly the same number of 
occurrence of the 2-tupels [1,1], [1,0], 
[0,1] and [0,0] from a pseudorandom 
sequence. A further possibility for assess-
ing the randomness of a bit sequence is 
to examine it for compressibility: if the 
sequence is compressible (e.g., by gzip), 
it contains redundancy and therefore 
appears not to be random.

Pseudorandom bit generators are 
implemented as finite state machines. 
Figure 2 illustrates the principle of a 
PRBG.

Pseudorandom bit generators find 
application in symmetric encryption 
systems, namely in additive stream 
ciphers.

Symmetric E ncryption Systems. 
These systems enable the encryption 
and decryption of messages under the 
assumption that the sender and the 
receiver possess a common key, which is 
secret to the outside world. (See Figure 3.) 
Symmetric encryption systems consist 
of the following components:
•	 the space of the plaintext messages 

M,
•	 the space of the ciphertext messages 

C,
•	 the space of usable keys K,
•	 the (keyed) family of encryption 

functions E = {Ek : k  K, Ek : M → C} 
and

•	 the (keyed) family of decryption 
functions D = {Dk : k  K, Dk : C → M}.
To benefit from a symmetric encryp-

tion system, it has to hold that Dk(Ek(m)) 
= m m  M and k  K — the decryp-
tion function is inverse with respect 
to the encryption function. Moreover, 
without knowledge of the secret key, both 
the encryption function and the decryp-
tion function have to be one-way. Thus, 
the objective of symmetric encryption 

systems is to make it 
impossible to move 
from the ciphertext 
to the plaintext with-
out knowledge of the 
secret key.

We can assess the 
relative security of 
symmetric encryp
tion systems in terms 
of the following types 
of attacks.
•	 Cipher tex t-on ly at tacks:  t he 

adversary only knows one or several 
ciphertexts and tries to determine 
the corresponding plaintexts or keys. 
An encryption system that is vulner-
able to this kind of attack is totally 
insecure.

•	 Known-pla intext at tacks: the 
adversary knows one or several pair
ings ciphertext/plaintext and tries to 
determine the key used for encryp-
tion or to decrypt unknown plaintext 
from some ciphertext.

•	 Chosen-plaintext at tacks: the 
adversary is able to encrypt arbit
rary plaintext messages under the 
key used for a cryptographic sys-
tem. By means of this, the adver-
sary can create plaintext/ciphertext 
pairings and uses this information 
to determine the encryption key or 
to decrypt unknown plaintext from 
some ciphertext.

•	 Chosen-ciphertext attacks: the adver-
sary can decrypt arbitrary ciphertext 
messages under the used key. By 
doing this, the adversary is able to 
create plaintext/ciphertext pairings 

and uses this information to deter-
mine the key used for encryption or 
to find valid ciphertext messages for 
some plaintext messages.
Besides the security issue of a cryp-

tographic system’s resistance against the 
types of attacks described here, other 
criteria can help decide on the choice of 
symmetric encryption systems, such as 
the size of the key space and the com-
putational effort of encrypting and 
decrypting.

Symmetric encryption systems 
are usually categorized as either block 
ciphers or stream ciphers.

Block Ciphers. These methods for 
symmetric encryption do not encrypt or 
decrypt messages sign by sign but rather 
packages of signs in one step. Both the 
plaintext space M and the ciphertext 
space C consists of all n-tupels over the 
alphabet ∑. 

Because the plaintext space and the 
ciphertext space are the same sets, one 
way to encrypt and decrypt messages is 
by defining a permutation table for all 
possible messages. The number of pos-
sible messages increases with the block 
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FIGURE 1  Cryptographic hash functions: preimage-resistant reductions

FIGURE 2 . Model of a finite state machine PRBG

FIGURE 3  Principle of symmetric encryption systems
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length and the size of the alphabet by 
|∑|n. Every representative of the family 
of encryption functions Ek : ∑

n → ∑n is 
given by one specific permutation of 
these values. Altogether, the family of 
encryption functions by means of per-
mutation consists of (|∑|n)! members. For 
a block length of 64 signs in the binary 
alphabet, one would need more than 269 
bits to encode the key.

As the size of the resulting key space 
is not manageable, only subsets of the set 
of all permutations are used. In common 
symmetric encryption systems, combi-
nations of alphabet substitutions and 
permutations are used to reach the goals 
of “confusion” (the complex relation 
between plaintext and ciphertext) and 
“diffusion” (the broad influence of one 
single plaintext sign on the ciphertext).

Well-known representatives of sym
metric encryption systems are DES 
(Data Encryption Standard) and AES 
(Advanced Encryption Standard).

Stream Ciphers. In contrast to block 
ciphers, stream ciphers encrypt and 
decrypt messages sign by sign. For this 

reason, a cipher stream k of the length of 
the plaintext message is generated from 
a starting key kstart  K = ∑n of reasonable 
a length n. The encryption of a message 
m  ∑* in dependency of the starting key 
kstart  K = ∑n is carried out by adding the 
generated cipher stream k to the plain-
text message, as follows:

Ekstart(c) = m1 + k1, . . . ,ml + kl
In the same manner, the ciphertext 

is decrypted:
Dkstart(c) = c1 + k1

-1, . . . ,cl + kl
-1

The generation of the cipher stream 
k from the key kstart can, e.g., be per-
formed with pseudorandom bit gen-
erators. If the messages are sequences 
in the binary alphabet, the encryption 
function and decryption function are 
identical, as every element in ∑ = {0,1} is 
its own inverse.

The most famous stream cipher is 
ARCFOUR, which was used to secure 
wLAN connections until it was recog-
nized to be insecure.

Asymmetric E ncryption Systems. 
Unlike symmetric encryption systems 
that use the same key for encryption 

and decryption, asymmetric encryp-
tion systems use two distinct keys for 
encryption and decryption (Figure 4). 
Symmetric encryption systems require 
the distribution of confidential keys to 
the sender and receiver in a secure man-
ner. In many applications, secure key dis
tribution is impossible or, at least, very 
complicated. 

Asymmetric encryption systems 
avoid this problem by the use of a public 
key, allowing everybody to encrypt mes
sages, and a private key, which is used to 
decrypt the encrypted messages.

Asymmetric encryption systems 
consist of the following components:
•	 the space of plaintext messages M
•	 the space of ciphertext messages C
•	 space of usable encryption keys Ke
•	 space of usable decryption keys Kd
•	 the (keyed) family of encryption func-

tions E = {Eke : ke  Ke , Eke : M → C} 
and

•	 (keyed) family of decryption func-
tions D = {Dkd : kd  Kd , Dkd : C → M}.
To benefit from an asymmetric 

encryption system, the encryption func-
tion and the decryption function have to 
be inverse one-way functions, thus:

Dkd (Eke(m)) = m holds for all m  M 
and valid key pairs (ke, kd)  Kd × Ke.

The split in an encryption key and 
a decryption key, together with the dis-
closure of the encryption key, enables 
chosen-plaintext attacks. Security 
assessments of asymmetric encryption 
systems use the methods of complex-
ity theory and assume computationally 
bounded attackers.

The most common asymmetric 
encryption systems are RSA, Rabin, 
ElGamal, and ECC (Elliptic curve cryp-
tography).

Digital Signature Systems. These 
methods allow the authentication of 
messages through use of asymmetric 
encryption systems in which the sender 
and recipient do not need to possess a 
common, but secret, key.

Digital signature systems consist of 
the following components:
•	 space of the plaintext messages M,
•	 the space of signatures S,
•	 the space of usable signing keys Ks
•	 space of usable validation keys Kv

•	 the (keyed) family of signing func­
tions S = {Sks : ks  Ks , Sks : M → S} 
and

•	 the (keyed) family of validation func-
tions V = {Vkv : kv  Kv , Vkv : M × S → 
{true, false}}.
In the scope of digital signature sys-

tems, the private decryption key plays 
the role of the signing key, and the pub-
lic encryption key plays the role of the 
validation key (Figure 5). To digitally 
sign a message, the sender transmits 
the plaintext message and the signature. 
For example, this can be accomplished 
by hashing the plaintext message under 
a certain cryptographic hash function 
and subsequently encrypting this hash 
value under the private signing key (until 
now, decryption key) of an asymmetric 
encryption system. 

Both steps are merged into the sign-
ing transformation. The receiver itself 
computes the hash value of the plaintext 
message, too. This value is then com-
pared to the outcome of the decryption 
of the signature under the public valida-
tion key (until now, encryption key) of an 
asymmetric encryption system. Equality 
of both values leads to authenticity and 
integrity of the message. Again, both 
steps are merged in the validation trans
formation.

The most common representatives 
are categorized by the used asymmetric 
encryption system: RSA, Rabin, ElGa-
mal, and ECDSA (Elliptic Curve Digital 
Signature Algorithm).

This categorizat ion does not 
determine a digital signature system, as 
the cryptographic hash function to use 

is not fixed. One example of a digital 
signature system is the combination of 
the SHA-1 hash function and the RSA 
cryptosystem.

For some procedures and sufficiently 
small messages, one can digitally sign 
messages in recovery mode (see Figure 
6). In this procedure, the message itself is 
encrypted under the signing key, trans-
mitted to the recipient, and decrypted 
under the validation key. If the outcome 
of the decryption is a valid message, 
authenticity can be assumed. The prob
lem of recognizing a received message 
as valid can be solved by means of plau-
sibility tests or by means of redundancy 
introduced ex ante.

In the September/October issue of 
Inside GNSS, Part 2 of this Working 
Papers column will discuss the possi-
bilities of navigation message authenti-
cation, and examine public and private 
spreading code authentication as well 
as encryption. We will also draw some 
conclusions about these concepts’ appli-
cation in GNSS.
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FIGURE 4  Principle of asymmetric encryption systems

FIGURE 5  Principle of digital signature systems with appendices

FIGURE 6  Principle of digital signatures with message recovery


